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Abstract

In this dissertation, a novel method for powder compaction process optimizations using the particle swarm optimization method is proposed. In order to optimize the design and functionality of powder compaction machines, it is essential to increase the accuracy of powder compaction simulations. Due to the extremely nonlinear and multi-objective character of the issue, accurate modelling of this process necessitates the calibration of intricate constitutive models.

To create an effective and accurate calibration procedure, the suggested method includes computer science based techniques such as particle swarm optimization algorithm, finite element modeling, and inverse optimization approach. The optimal parameters of the most widely used powder compaction model (Drucker-Prager-Cap) are sought using the particle swarm optimization method in order to reduce the difference between the simulated and experimental compaction curves.

Through a series of numerical experiments and a case study of a methodology powder, the proposed method is evaluated. The outcome demonstrates that, in comparison to the traditional calibration techniques, the suggested strategy can greatly increase the accuracy of powder compaction simulations. In addition, the suggested method is computationally effective and simple to include into a computer programmer, making it appropriate for controlling and monitoring powder compaction processes in real-time.

This study emphasizes the value of computer science in coming up with creative solutions to complex engineering challenges as well as the possibilities of combining various computer science techniques to increase the effectiveness and accuracy of manufacturing processes. Other manufacturing procedures that require for the calibration of complex constitutive models can use the proposed methodology.
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1.1 Introduction
Predicting and controlling the behavior of systems that directly or indirectly affect human life is one of the most important topics that are studied in various sciences. In this regard, a wide range of subjects such as weather forecasting, public transportation, the final price of a product and even reducing deaths caused by the coronavirus can be studied. In the case of physical phenomena, we need a material model that shows the relationships between the input variables and the desired output in the form of a mathematical relationship. The main difficulty in this regard is determining the coefficients in material models which sometimes requires spending a lot of time and money to conduct numerous experimental tests.

The application of Optimization algorithms to the determination of material coefficients has emerged as an important topic of study in computer science. This is due to the fact that optimization problems are increasingly seen as urgently needed solutions in a variety of domains, including engineering, mathematics, computer science, and economics. Researchers can identify the comparatively best option from several legitimate solutions by employing optimization algorithms, which is critical for modelling the behaviour of materials in industrial processes. As a result, optimization algorithms are becoming increasingly crucial in the advancement of materials science and engineering. The main goal of this research is to provide a framework based on the particle swarm optimization (PSO) algorithm and use it to determine the Drucker-Prager-Cap (DPC) material model coefficients for modelling the industrial powder compaction process. This work requires providing experimental data for training the optimization algorithm, finite element modeling of the process in a commercial software, coding the PSO in Python, establishing a connection between the algorithm and the finite element software, and finally validating the results. In this chapter, the general concept of each of the above items is explained.

1.2 Fabrication of industrial parts using powder compaction method
Powder compaction is one of the most common methods of producing industrial parts, especially those with complex geometries or high porosity. The outstanding features of powder compaction, such as low waste of raw materials, high speed in large production rate, the ability to control the physical properties of the parts, the ability to produce composite parts, and the high safety of the method have caused an increasing demand for powder compaction in diverse industries. Figure 1.1 shows various industrial applications of the powder compaction process. The main attraction
of powder compaction comes from its ability to directly transform the powdered material into the net-shape part.

Figure 1.1 Industrial applications of the powder compaction process

The main limitation of the powder compaction is the complexity of the modeling process in this method. So far, several material models have been presented to express the relationship between the effective parameters in the process, among which the DPC has been more popular. Although the existence of a large number of coefficients, whose accurate determination requires multiple powder compaction tests, has caused these coefficients to be extracted so far only for a limited number of commonly used powders [1].

To achieve the desired density and strength of the final product, we may simulate and optimize the powder compaction process using the optimal DPC model parameters. While powder compaction is frequently quicker and more affordable than other fabrication methods, this could result in a more effective manufacturing process. Additionally, we can reduce material waste and flaws and improve the accuracy and dependability of the production process by accurately predicting the behaviors of the metal powder during compaction. In conclusion, by enabling us to precisely simulate and tune the behaviors of materials throughout production processes, the combination of materials science and computer science might result in more precise and efficient manufacturing processes.
1.3 An introduction to mathematical optimization

Mathematical optimization of a system is the process of minimizing or maximizing a function called the objective function, which is actually a criterion of system performance [2]. So, the optimization process ultimately leads to the improvement of the performance and efficiency of the system. With this definition, optimization is considered an inseparable part of nature and human life such that nowadays many scientific fields such as economics, engineering, basic sciences, natural resources, and even some trends of social sciences, use mathematical optimization methods to solve their problems. In general, an optimization problem is mathematically defined as follows:

Minimize \( f(x) \)

Subject to \( g_i(x) \leq 0 \quad i = 1, 2, \cdots, n \)

\[ h_j(x) = 0 \quad j = 1, 2, \cdots, m \]

In optimization problem 1.1, \( f(x) \) is objective function, \( h_j(x) \) are equality constraints, \( g_i(x) \) are inequality constraints and set of answers \( \{ x \in R \mid g_i(x) \leq 0; h_j(x) \leq 0 \} \) is the feasible space of the problem. On the other hand, \( x^* \) is considered the global optimal solution if we have \( f(x^*) \leq f(x) \). Also, a maximization problem for the objective function \( f(x) \) is equivalent to minimizing \(-f(x)\). Figure 1.2 shows a schematic representation of searching the possible space for the global optimal solution in a simple mathematical optimization problem.

Classical optimization methods are divided into two categories: direct search methods and gradient-based methods [3]. Direct search methods only use the function \( f(x) \) and constraints \( h_j(x) \) and \( g_j(x) \) for the search algorithm and do not need any information about the gradient (derivatives) of the objective function (Figure 1.3a). These methods usually have a slow movement and require a lot of functional calculations for convergence, nevertheless, they can be used in problems including discontinuous or differentiable objective functions.

On the other hand, gradient-based methods use the first or second-order derivative of the objective
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Figure 1.2 Schematic representation of a single-value optimization problem [4]

Figure 1.3 Schematic representation of: a) direct search method, b) gradient-based method [5]

function and constraints for their searching algorithm (Figure 13b). Unlike direct methods, these methods have fast convergence around the optimal solution, but still, they are not effective in problems with non-differentiable functions or discontinuous possible space. The common problems that exist in the classical search methods are as follows:

1. Convergence to the optimal solution depends on the selected initial solution.

2. Some search algorithms tend to converge to the local optimal solution instead of global one.

3. An algorithm that is efficient in solving one optimization problem may not be efficient in solving another problem.

4. Some algorithms are not efficient when dealing with optimization problems with discrete feasible space.
1.3.1 An introduction to Evolutionary Algorithm:

Creatures in nature must adapt themselves to the environment in a way to remain in the cycle of evolution. Therefore, creatures that have the best characteristics are preserved and reproduce in competition with other ones whilst those with weaker characteristics have disappeared. This theory, which was proposed by the ancient Greeks under the title of “survival of the fittest”, is the basis of another group of optimization methods that are inspired by the principles governing nature [6]. These methods which are called “evolutionary algorithms” are random methods based on the initial population that solve optimization problems by the random combinations of change factors (crossover, mutation, and selection). Evolutionary algorithms, unlike classical methods, instead of using only one solution, use a population of solutions in the search process and try to reach the optimal solution by using their operators. Also, evolutionary algorithms have the ability to combine with other numerical methods which leads to obtaining multiple optimal solutions in some specific optimization problems. In addition to all the mentioned cases, the main advantage of the evolutionary algorithms is that they do not need the derivability or even the continuity of the objective function as well as constraints of the optimization problem in their search process. Figure 1.4 shows the flowchart of evolutionary searching algorithms in an optimization problem.

The goal of optimization is to find the optimum solution to a given issue given certain limitations. Optimization is used by all professions to discover the best answer to their problems. Engineers' first and greatest goal is also optimization. As a result, especially in future engineering applications, optimization will be an essential component of the product.

Optimization may be found anywhere. Optimization is the most crucial component of the application whether creating a new device, a new artificial intelligence technique, a big data application, or a deep learning network. Optimization is required to build a device with the smallest possible footprint while consuming the least amount of energy, to train a network, and to minimise the difference between the desired and actual output values.

Because of the challenges of classical optimization methods, scientists began to look for a simpler solution to their problems in the 1960s. The advancement of computers has simplified scientists' efforts, and whole new problem-solving techniques are being researched. These heuristic information-based strategies were derivative-free, simple to apply, and reduced solution time.
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1.3.2 Genetic Algorithm

Holland invented the genetic algorithm (GA) [8]. The evolutionary concept has been used to solve optimisation challenges. Instead of generating only one solution, the algorithm employs a set of solutions known as population. Each answer is referred to as unique. Such algorithms could be run with several processors in this manner. Following GA, simulated annealing [9] was widely regarded as the second algorithm, which was inspired by the annealing process of physical materials. Particles travel randomly in high temperatures to explore the solution space. While the temperature falls, particles attempt to form a flawless crystalline structure using only local movements.

1.3.3 Particle Swarm Optimization

The second population-based technique influenced by animals is particle swarm optimisation (PSO). Since James Kennedy (a social psychologist) and Russell C. Eberhart simulated the foraging behaviours of birds and fish, they have used this simulation to solve an optimisation problem and published their idea in a conference in 1995 [10] for the optimisation of continuous nonlinear functions. The PSO population and each member of the group are called “swarm” and “particle” respectively also PSO algorithm is divided into two parts: velocity and coordinates for each particle. In a solution space, each particle has a coordinate and an initial velocity. The particles converge towards the optimal solution coordinates as the programme advances. PSO requires less memory and has no operator because it is straightforward to implement. PSO is a quick algorithm because of its simplicity. Since the original version of PSO was released, many versions have been developed, each using a different set of operators. Figure 1.5 shows a schematic view of the searching process for the population of particles to find the global optimal solution in the PSO optimization algorithm. According to the figure 1.5, each particle is randomly generated in the search space at the beginning of the PSO process. The PSO group has a group memory so that each particle always remembers the best position it has obtained and also the best position the group has found and based on a combination of these two parameters, it moves in the space with its orientation factor (velocity). Therefore, social intelligence is the best interpretation that can be proposed about PSO [11].

In the earliest stage of PSO, the velocity was estimated using a basic formula that multiplied stochastic variables with current velocity, personal best, and local best values. The present particle
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updates not just its previous best velocity, but also the global best. Using stochastic variables, the whole probability was allocated between local and global best.

Shi and Eberhart introduced an inertia weight in the next version to control the velocity in 1998 [12]. The inertia weight balances the algorithm's ability to search locally and globally. The inertia weight determines the rate at which former velocity contributes to current velocity. Researchers made many contributions to the idea of inertia weight. Various researchers proposed linearly, exponentially, or randomly decreasing or adapting inertia weight. [13].

Clerc and Kenedy [14,15] proposed a new parameter called constriction factor in the next edition of PSO. In the investigations on the stability and convergence of PSO, the constriction factor (K) was added. Clerc claims that the use of a constriction factor ensured the PSO's convergence. Shi and Eberhart [16] reported a comparison of inertia weight and constriction factor.

PSO has been used for solving nearly all engineering and science challenges. PSO has been used to tackle problems in Electrical Engineering, Computer Sciences, Industrial Engineering, Biomedical Engineering, Mechanical Engineering, and Robotics. PSO is used in Electrical Engineering to solve the power distribution problem [17]. Economic dispatch is another well-studied subject in Electrical Engineering [18, 19]. Face localization [20], edge detection [21], imaging segmentation [22], and image denoising are all examples of how particles are dispersed in the solution space in computer science. Particles have initially positions as well as velocities. Using swarm intelligence, they arrive at the best option.

Although swarm intelligence has improved optimisation algorithms, there is no single technique that is successful in all types of optimisation issues. As a result, efforts to imitate animal behaviours and swarm intelligence will continue. Simultaneously, hybrid algorithm development will continue until the best combination of algorithms is discovered.
In recent years, the use of computer simulations in materials fabrication processes has grown in significance since it enables a more in-depth comprehension of material behaviors and can improve production procedures. It can be challenging to accurately predict and simulate the behaviors of materials under complex stress states. Using robust constitutive models, such as the DPC, which can accurately depict the complicated behaviors of materials under a variety of stresses, is one method for enhancing simulation accuracy. These models, however, frequently need for parameters that are challenging to determine through experimentation.

This problem can be solved by calibrating the model parameters with optimization algorithms like PSO, which enables a more realistic portrayal of the material behaviors. The DPC model and PSO can be combined to produce a simulation tool that is more precise and effective for studying material behaviors and optimizing production procedures.

In this research, mechanics of materials and computer science were combined to provide a method for predicting the behaviors of materials under stress that is more effective and precise. This technique has the potential to increase the accuracy of simulations used in a variety of industries, including biomedical engineering, aerospace, and the automobile industry.
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1.3.2 Inverse optimization

In an inverse optimization problem, it is assumed that the solution $x^*$ is given as an input so that it may or may not be the optimal point. Now we have to determine the coefficients of the objective function so that $x^*$ is optimized under the new values of these parameters. Finding these parameters is an optimization model itself, which is called an “inverse model”. In fact, the aim of solving an inverse optimization problem is to convert a possible solution into an optimal one with the least possible changes in the coefficients of the objective function. Inverse optimization is an emerging subject. Its application in fields such as economics, management, and industry increase daily [25]. This has caused the improvement of inverse optimization and extension of its application to be of great interest to researchers.

Figure 1.6 shows a typical flowchart of an inverse optimization problem. As can be seen in most inverse optimization problems, we have an experimental data set that is considered as the possible

![Figure 1.6 A typical flowchart of an inverse optimization problem [26]](image-url)
solution $x^*$. In the next step, using the knowledge and information we have about the nature of the problem, we consider a model (objective function) which is the same as the initial population. We now have an optimization problem with the purpose of determining the parameters of the proposed model. Then, based on the experimental data, we check the proposed model. If the model was solvable, we will solve it and then check it again. In the following, if the optimization results (model coefficients) are physically meaningful, their agreement with the experimental results is checked and the proposed model is considered as the optimal model otherwise, a new model is proposed, and this process continues until the optimal model is reached.

1.4 An introduction to Finite Element Method

The finite element method (FEM) is a numerical method for solving problems in the fields of engineering, mathematics, and physics. This method is used in issues such as forming of industrial parts, joints, metal and concrete structures, heat transfer, fluid mechanics, mass transfer, and electromagnetic fields. To solve such problems through analytical methods, it is necessary to obtain the solution to several boundary value problems for partial differential equations. Physical phenomena have governing equations that describe their conditions. These equations are mostly nonlinear and complex due to the conditions that exist in the model and its surrounding environment. In these cases, the usual analytical methods that are presented to solve the differential equations governing the problem are no longer applicable [27]. Therefore, other methods are used to solve these equations, which are called numerical methods. FEM is one of these numerical methods that can be used to numerically solve complicated differential equations.

According to Figure 1.7, to simplify the problem of solving the governing differential equations in this method, the whole region in which the differential equations must be solved is divided into smaller components during a process called “discretization”, and each component is called an “element”. From the name of this method, it can be inferred that the number of elements may be large, but it is not infinite and can be counted [28]. In the next step, according to the nature of the problem, simple equations that represent the behavior of these finite elements are set next to each other in a system of algebraic equations and generate the general form of the main problem. It can then be said that the practical application of the FEM is to convert the differential equations governing the main problem into ordinary
differential equations governing the elements, which can be solved by numerical methods. FEM is especially useful in problems involving complex geometry (such as vehicles), variable domain (such as metal forming processes), and when high accuracy is not required everywhere in the domain (such as automobile crash tests). The analysis of a problem by the FEM includes five general parts which are:

**Pre-processing:** It consists of discretization of the problem domain into finite elements. At this stage, a complex geometry representing a continuous domain is divided into simpler geometric shapes called elements.

**Constitutive model:** In this step, we assume a mathematical relation that describes the behavior of elements during the process and satisfies the boundary conditions at the same time. Such a relationship is called a constitutive model in the case of engineering problems.

**Assembly:** In this step, after obtaining the governing equations for elements, the set of governing equations for the entire domain of the problem is determined by assembling the governing equations of elements.

**Solving equations:** In this step, we use all kinds of existing numerical methods such as finite difference, Euler, and Runge-Kutta to obtain the unknown physical parameters by solving the set of differential equations governing the assembled elements.

**Post-processing:** in this stage, after obtaining the unknowns of the problem, we determine the secondary parameters (e.g., tension, pressure, velocity, etc.) that are considered. Of course, in
simple cases such as systems including springs or trusses, the behavior of the component can be defined directly and there is no need to consider the governing differential equation.

1.5 Combining FEM and inverse optimization for modeling engineering problems

One of the new topics in engineering sciences that has recently attracted the attention of researchers in different fields is the integration of FEM and inverse optimization for modeling different phenomena. Figure 1.9 shows an example of these efforts. According to the figure, in this method, first a simple and low-cost test is performed on the material and the result is considered as the experimental data. Then a mathematical model that describes the behavior of the material during the process is considered and the parameters in the model are assumed as inputs (set of answers). Based on the available knowledge and information, the process is modeled and analyzed using the FEM. In the following, the output of FEM analysis is compared with experimental data. Usually, the difference between the output of FEM analysis and experimental data is defined as an objective function and minimized using an optimization algorithm. If the difference between these two is greater than a certain limit, another population of initial answers is produced, and this process continues until reaching a reasonable agreement.

1.5.1 The relationship between the method used in research and computer science

The field of computer science studies computers and computing systems and its main focus is on the theory, design, development, and application of software systems to solve challenges and problems in various fields. According to this definition, computer science is used in a wide range of issues such as statistics, economics, management, transportation, health, engineering, and other fields related to human life [29]. The main subject of this research is determining the material coefficients in the Drucker-Prager-Cap (DPC) model using the combination of FEM and inverse optimization method which ultimately leads to the modeling of the metal powder compaction. For example, computational simulations and models are likely to be used to calibrate the model parameters and optimize the powder compaction process. Computer science has played a vital role in creating and implementing the computing parts of this research.
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Figure 1.8 Stress field resulted from FEM modeling of three-point bending test of a beam [30]

Figure 1.9 Combining FEM and inverse optimization method for modelling bone under axial loading [31]

Numerical techniques and algorithms, which are fundamental ideas in computer science, would be used in these simulations. Due to the computational tools and techniques involved, calibration of DPC model parameters using PSO technique for powder compaction process is an interesting applications of Computer science approaches.
1.5.1.1 FEM modeling of the powder compaction process

As explained earlier, the FEM is considered as a very appropriate solution in cases where the modeling of the desired process is complicated for various reasons such that the differential equations governing the process cannot be solved using common computational methods. Today, the principles governing this method have been implemented and made available to users in the form of FE commercial software such as Abaqus, Ansys, Comsol, Ls-Dyna, Nastran, etc. One of the phases of this research is related to the FEM model of the powder compaction process in Abaqus software. On the other hand, one of the main fields of computer science is dedicated to the use of software sets for inventing, improving, and developing industrial processes. Improving the powder compaction process by means of its modeling in FE software can be considered as one of the applications of computer science.

1.5.1.2 Inverse optimization of the DPC model to determine material coefficients

As explained earlier, the optimization of the DPC material model coefficients for simulating powder compaction process requires the use of an optimal solution search algorithm. In the present research, the PSO algorithm is used for this purpose. Implementation of the PSO optimization algorithm to determine the coefficients in the DPC model requires programming. We know that programming is one of the subsets of computer science [32]. Therefore, it can be said that the implementation of the principles governing the PSO optimization algorithm in the form of command codes in a programming environment is another example of the relationship between the research topic and the field of computer science. On the other hand, PSO is a metaheuristic optimization technique used in computer science to repeatedly update a swarm of candidate solutions in order to discover the optimal answer to a problem. In this instance, the DPC model parameters are calibrated using the PSO method to produce a more accurate view of the powder compaction process.

1.5.1.3 Creating a connection between the optimization algorithm and FE software

In the classical optimization methods of engineering problems, first, according to the nature of the problem, the effective parameters (e.g., length, pressure, velocity, energy, etc.) are identified and one or more output parameters (e.g., the weight and deformation of the structure, consumed energy, efficiency, etc.) are determined as the objective function. Then, based on the effective parameters and the objective function, an input-output data set is produced using experiments, in
which the value of the objective function is reported for different values of the effective
parameters. In the following, an optimization algorithm is used to determine the value of the
effective parameters to optimize the objective function. Considering that the necessary
experiments to determine the coefficients of the material in the DPC model require costly and
time-consuming experiments, using the experimental method to determine DPC coefficients is not
cost and time effective in any way.

The innovation presented in this research, which makes it unnecessary to perform these
experiments, is that the optimization algorithm is developed in a way that directly communicates
with the FE software and controls its process. In other words, first, a set of model coefficients is
generated according to the constraints defined for them by the optimization algorithm. This set is
defined as DPC material model coefficients for the FE software and the software solves the
problem according to the input coefficients and then reports the desired output (force-displacement
diagram). Next, the optimization algorithm calls the diagram from the FE software and compares
it with the objective function (experimental force-displacement diagram) and produces a new set
of coefficients according to their difference value as well as its previous learning. According to
the explanations provided, the method used in this research creates a direct and two-way
connection between the FE software and the optimization algorithm. However, the DPC model's
parameters, which are challenging to obtain experimentally, impact how accurate the simulation
will be. Computer science can help with this. In order to ensure that the simulated results strongly
match the experimental results, we can apply optimizations methods like PSO to determine the
ideal values for these parameters.

1.6 Research necessity
Powder compaction is one of the methods of producing industrial products which has been widely
used in various industries due to its unique advantages. Fabrication of car parts using the powder
metallurgy process as well as the production of various pills and tablets in pharmaceuticals are the
main applications of this method in the industry. At the same time, the modeling of this process is
very difficult and complicated, which prevents the prediction of the properties of the parts resulting
from compaction. This results from the fact that the accurate determination of the coefficients in
the material models used to simulate the powder compaction process requires time-consuming and
expensive experiments. Overcoming this challenge and providing new methods that determine the
coefficients in material models without the need to perform numerous and difficult experiments have recently become an important issue in the field of powder compaction and have attracted the attention of many researchers. In continuation of this process, this research seeks to provide a new solution to overcome this limitation and introduce a robust method to the determination of DPC as the most common material model used to simulate the powder compaction process.

1.7 Research objectives
To overcome the problem of experimentally determining the coefficients in this model, this research aims to provide a new solution for the accurate determination of material coefficients in the DPC model by using the combination of FEM and PSO inverse optimization. This requires simulating the powder compaction process in a FE software, implementing the PSO optimization algorithm in a programming environment, and creating a two-way communication between the two, all of which are done in this research.

1.8 Thesis structure
This research is presented in five chapters. In the first chapter, the basics and concepts related to the research topic are explained and introductory descriptions regarding the powder compaction method, mathematical optimization process, PSO optimization algorithm, inverse optimization method, and FEM are provided. In the second chapter, the background of research related to the subject is presented based on a specific category and the most recent research related to the subject is cited. The third chapter explains the methods used in the research, which includes how to define the objective function, how to FEM modeling of the powder compaction process, how to implement the PSO algorithm in the Python programming environment, and how to establish a connection between the optimization algorithm and the FE model. In the fourth chapter, the most important results of the research are presented, and the details related to these results are discussed in detail. Finally, in the fifth chapter, a summary of the most important findings of the research are presented and suggestions for the continuation of this topic in the form of future research is presented.
Chapter 2:
Literature Review
2.1 Introduction
In computer science, optimizing describes the method of choosing the best component from a list of available options. Finding the smallest or largest number in the set, for example, is one criterion that is used to base the selection. Computer scientists use a variety of methods to modify software systems, including programmer, code, and software optimizations. In data science, optimized data analytics are utilized to assist human decision-making. The objective of design and optimization can be to reduce production costs or improve manufacturing effectiveness. An optimizations algorithm is a process that involves comparing different solutions until the best or most satisfactory option is found.

2.2 Optimization in computer sciences researches
Optimization in computer science the process of maximizing the use of time, space, and other resources in a computer system, programmer, or process. It may involve finding innovative ways to use resources more efficiently or enhancing the speed, effectiveness, or quality of a system or process. A powerful optimization algorithm that has been extensively applied in numerous computer science domains is PSO. To increase PSO's effectiveness and performance, numerous researchers have looked into various PSO factors. In this overview of the literature, we'll talk about a few recent research that looked into the PSO optimization parameters in computer science.

The social behaviour of fish schools or flocks of birds served as the basis for the metaheuristic optimisation method known as PSO. In several areas of computer science, including machine learning [33, 34], data mining [35], image processing [36], and optimisation issues, PSO has been extensively used. Here, we will talk about some recent computer science researches on PSO:

1. Machine Learning: Many machine learning applications, such as feature selection, clustering, classification, and regression, have made use of PSO. The authors of a recent study suggested a hybrid PSO and artificial neural network (ANN) model for predicting the stock market index [37, 38]. The PSO algorithm was applied to optimise the ANN parameters, and the outcomes were superior to typical ANN models.
2. Data Mining: PSO has been used to perform a variety of data mining tasks, including association rule mining, outlier detection, and dimensionality reduction. The authors of a recent work developed a unique PSO-based algorithm for feature selection in high-dimensional data [39]. The method was able to identify relevant features and increase the model’s classification accuracy.

3. Image Processing: PSO has been used in image segmentation, registration, and enhancement, which is the act of splitting an image into several sections based on similarities. Registration is the act of aligning two or more photos; enhancement is the process of improving the quality of an image; and denoising is the process of removing noise from an image. The authors of a recent study proposed an FPGA implementation of a PSO Based RGB-Y Filter [40]. FPGA-based RGB to Y (Luma) conversion is critical in image denoising, video processing, and computer vision applications, and this approach was able to eliminate noise from images while keeping their edges and details.

4. Optimization Problems: PSO has been widely employed in the solution of different optimisation issues, such as the travelling salesman problem, vehicle routing problem, and scheduling problem. In a recent study, the authors suggested a hybrid algorithm for feature selection based on PSO and genetic algorithm (GA) [41]. One of the most difficult tasks in machine learning and data mining is developing a basic model with a few features in order to reduce the computational complexity of the algorithms involved in categorization. According to a recent research, feature collection is essential in the classification process in order to minimise computing time, which reduces data size and boosts the precision and effectiveness of specific machine learning operations. The method can find optimal solutions for several objectives at the same time.

According to the review, PSO has demonstrated excellent results in handling complicated optimisation problems, and researchers are constantly investigating new applications and enhancing the performance of PSO algorithms. Also, PSO has been widely used in various fields of computer science and has shown promising results in solving complex optimization problems. The review, however, emphasises the need for additional research on the scalability, resilience, and efficiency of PSO algorithms in large-scale and real-world applications.

With the use of the PSO method for optimization process, my thesis proposed a novel way of calibrating the DPC model parameters. Pharmaceutical, ceramic, and metallurgical industries all use powder compaction as a manufacturing technique. For the purpose of optimizing the design
and use of powder compaction machines, accurate modelling of this process is essential. Yet, because of the process' complexity and absence of a systematic method, calibrating the model's parameters is a difficult undertaking.

In conclusion, PSO optimisation parameters have received a great deal of attention in computer science. Some researchers have even suggested improved PSO algorithms for a variety of applications, such as inverse kinematics and inverse design issues. To achieve better optimisation outcomes, parameter tuning is crucial since the optimal values of these parameters may change depending on the application. PSO has been demonstrated to be a useful tool for inverse optimisation problems in computer science. Inverse optimisation is a developing subject that seeks to tackle inverse problems using optimisation techniques. The swarm intelligence inspired suggested PSO method is a potent optimisation method that has been successfully applied to several optimisation issues. In this study, the DPC model parameters are optimized using the PSO technique to minimize the difference between the simulated and experimental compaction densities. The proposed method is suited for real-time monitoring and control of powder compaction processes since it is computationally effective and simple to apply in a computer programmer. This study emphasizes the value of computer science in creating novel solutions for challenging manufacturing processes as well as the possibility of optimisation strategies to enhance powder compaction's effectiveness and quality. Computer science techniques played a vital role in the success of this study. The utilization of Abaqus and the PSO optimization algorithm coded in Python allowed for the efficient calibration of the DPC model parameters, ultimately improving the accuracy of the powder compaction process simulation. The findings of this study can serve as a foundation for further research and advancements in this field.

2.3 Modeling the powder compaction process

The research conducted in the field of modeling the powder compaction process can be classified based on two general approaches including phenomenological and micromechanical. The phenomenological approach considers the powder as a continuous medium and thus uses the constitutive equations governed by continuum mechanics. Another approach in powder compaction modeling is the micromechanical approach. In the micromechanical approach, the powder environment in the mold is considered as a set of discrete particles. Most of the researchers who
have used the micromechanical approach to model the powder compaction have considered the powder particles as spheres without deformability (Discrete Element Method-DEM). Recently, the Multi-Particle Finite Element Method (MPFEM) has been introduced as a promising micromechanical-based modeling method for modeling materials that are composed of small deformable particles. Unlike the DEM, in the MPFEM each particle is considered as a deformable material, and as a result, it will be possible to model the forming processes of particulate materials using this method [42]. Figure 2.1 shows the difference in the modeling of the powder compaction process in phenomenological and micromechanical approaches.

2.3.1 DPC phenomenological model
Among the various phenomenological models that have been presented by researchers to simulate the powder compaction process, the DPC model has received much more attention than the others, especially in recent years. The reason for the widespread acceptance of the DPC is that the effects of the three main characteristics of the mechanical behavior of the powder during compaction (i.e. elastic-plastic deformation, strain hardening, and inter-particle friction) are fully considered in this model [43]. This causes the results predicted by this model to be in good agreement with those obtained by experiments. The initial version of the DPC model, which was introduced in 1952 by Drucker and Prager, was a stress-dependent yield criterion for predicting the plastic yield of soil [44]. Although the Drucker-Prager yield criterion considered the effects of parameters like soil adhesion and friction, its application to other powder materials was accompanied by considerable errors arising from overlooking the hardening behavior of the powder during compaction. To overcome this limitation, DiMaggio and Sandler modified the Drucker-Prager model taking into account the powder strain-hardening effect by adding a cap yield surface instead of assuming a perfect plastic material for the powder [45]. This modified model was called DPC and it immediately attracted great attention. Since then, it has been used by many researchers for a wide range of powders.

2.3.2 Application of FEM method in modeling of powder compaction
As explained in the first chapter, to model a process, FEM discretizes the material into a finite number of elements, which is called “meshing”. If a phenomenological model is used to simulate
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<table>
<thead>
<tr>
<th></th>
<th>0.65 mm compacted</th>
<th>1 mm compacted</th>
<th>2.5 mm compacted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-radius</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>concave</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double-radius</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>concave</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.1 Two common approaches in powder compaction process: a) phenomenological approach [46], b) micromechanical approach [47].

In powder compaction, the whole material must be meshed (Figure 2.2 a), and if a micromechanical model is used, each of the powder particles must be meshed independently (Figure 2.2 b).

The second step in the FEM modeling of the powder compaction process is to use a constitutive model (material model) that expresses the physical behavior of the powder during compaction as a mathematical relationship [48]. Due to the unique advantages of the DPC material model, most
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Figure 2.2 Meshing process in FEM modeling of powder compaction: a) phenomenological approach [49], b) micromechanical approach [50].

of the research related to FEM modeling of powder compaction has been conducted through the implementation of this model for different powders. Wang [51] tried to understand the mechanical behavior of powders during the compaction process and perform calculations to control the design and manufacture of the required dies by combining a material model with FEM. In fact, Wang implemented the FEM approach based on a time-dependent material model and reported that the results obtained by the proposed method were in good agreement with the experimental results. Shin et al. [52] determined the parameters of the DPC model by considering the barreling of the sample with the help of simulation. Based on their results, the stress path of the barreled sample during the triaxial test is dependent on the dimensions of the sample. Their proposed solution was
to correct the inelastic volumetric strain-pressure relation obtained from the triaxial compression test at high pressures.

2.3.3 Optimization-based calibration of the material coefficients in the DPC model

The experimental methods of determining the coefficients used in the DPC material model include triaxial and uniaxial compression tests. The triaxial compaction test (Figure 2.3 a) requires using of a specific die equipped with several types of sensors as well as an acquisition system for real-time data recording, which makes model calibration a complicated and difficult matter [53]. On the other hand, calibration of the DPC model using the uniaxial compression test requires special equipment called instrumented die (Figure 2.3 b) as well as performing numerous experiments for different levels of density and recording the data measured by the sensors at the same time. Also, this method requires performing several types of post-compaction tests on the ejected specimens, which makes its use time-consuming and expensive [55].

Due to the complexity of the experimental determination of the material parameters in the DPC model, many researchers tried to find simpler alternatives to calibrate the model. Some researchers [56-57] developed a method to determine material parameters for the DPC model by a combination of uniaxial compression test, simulation, and optimization methods for metal powders. The PSO was initially noticed by mathematicians and computer scientists, and after some modifications by them, it attracted the attention of researchers from various scientific fields, so that recently it has been used in very wide and diverse areas such as estimation of the total number of confirmed COVID-19 cases [58] and computer science [59].

The reason why the PSO is widely accepted by researchers is the fact that the principles governing the search process for the optimal solution in this algorithm are based on the communication and simultaneous learning of the population (particles), which makes it simple and efficient [60]. These features have caused overcoming the limitations of the PSO algorithm and introducing new modified versions of it become one of the attractive topics for researchers in different fields [61]. As an example, Zhang et al. [62] proposed a modified version of the PSO to enhance the performance of the algorithm in multi-objective optimization problems. They replaced the global learning strategy with a dynamic neighborhood-based one to enhance the diversity of the particles in the feasible space. Also, they used a competitive mechanism between particles to avoid getting
trapped in local optimal. In another study, Li et al. [65] proposed a multi-population cooperative particle swarm optimization algorithm. They employed a dynamic segment-based mean learning strategy to construct learning exemplars, achieves information sharing and coevolution between populations. Also, they utilize a multidimensional comprehensive learning strategy to speed up convergence and improve the accuracy of the solutions. Additionally, they introduced a differential mutation operator to enhance the population diversity in the feasible space.
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Among the material models presented for FEM simulation of the powder compaction process, the DPC model is the most widely used due to its simplicity, considering the influence of the most effective parameters and the accuracy of the predicted results, so that today it has implemented in most commercial FEM software. At the same time, the time-consuming and expensive tests required for experimental determination of the material coefficients in the DPC model have caused these coefficients to be provided for a limited number of commercial powders and they are still not available for many powders. However, in recent years, the application of a novel combined experimental/numerical/optimization technique is expanding that enjoys the accuracy of the DPC material model in the FEM numerical simulation as well as the ability of optimization algorithms to find the optimal DPC coefficients. In this regard, Hrairi et al. [66] studied the FE simulation of die compaction of metal powders using the DPC model implemented in Abaqus software along with an inverse optimization algorithm to calibrate the coefficients. They defined the difference of the density distribution data between the prediction of the FE simulation and the experiment as the objective function for the optimization of DPC coefficients. Also, the modified Levenberg–Marquardt algorithm was used to optimize the objective function. Using their proposed combined method, they succeeded in predicting the density in the compacts with maximum absolute error of 2.3% between densities. Majzoobi and Jannesari [67] used this method to calibrate the coefficients of DPC model for aluminum, iron and copper powders. They used the powder force-displacement curve obtained from the compaction test as the experimental data. Also, they performed the numerical simulation of powder compaction using Ls-Dyna FE software. In their research, the difference between numerical and experimental force-displacement curve was defined as the objective function. The obtained results showed that the simulation of aluminum and iron powders using this method leads to results with reasonable accuracy. However, it was found that the use of this method is not suitable for copper powder. Figure 2.4 shows a schematic of the combined experimental/numerical/optimization method for calibrating DPC coefficients.

Buljak et al. [85] used a new calibration method called inverse analysis methodology to determine the DPC coefficients of alumina powder. The results obtained from this research showed that the proposed method can determine the DPC coefficients more accurately than the conventional experimental methods. They concluded that the inverse analysis methodology may be advantageous from an industrial perspective, since it is more robust and economical, while, at the
same time, it provides data for a wider range of relative densities [68]. Zhou et al. [69] proposed accuracy an integrated method of modeling using the inverse optimization to simulate the compaction process of metal powders. They mentioned avoiding numerous tests as well as high accuracy among the features of this method. In their study, the downhill simplex optimization method was used to optimize the difference between experimental and numerical data of Distaloy AE powder. The results showed that considering DPC coefficients as constant values reduces the accuracy of the simulation. So, the coefficients should be considered density-dependent to achieve sufficient.
Chapter 3:
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3.1 Introduction
The primary goal of this thesis is the calibration of the coefficients of the DPC material model. Due to the fact that in the DPC material model, most of the characteristics of powder particles such as adhesion, displacement, deformation, friction, hardening, and volumetric plastic strain are taken into account, DPC is currently the most efficient model in the FE simulation of the powder compaction process in industrial applications. The method used in the present study is a combination of experimental measurement, FEM simulation, and inverse optimization which has recently been proposed as a new alternative that has received a lot of attention due to avoidance of the experimental determination of coefficients of material models. In this chapter, the details of this method are fully explained.

3.2 Experimental Data
In this research, we are trying to determine the coefficients of the DPC model using the proposed method for a mixed metal powder. The selection of the powder has been done according to its importance and application in the production of industrial parts based on powder metallurgy route. For this purpose, Ag57.6-Cu22.4-Sn10-In10 (ACSI) has been selected as the mixed metal powder. The force-displacement curve of ACSI powder has been measured experimentally by Zhou et al. [55] and is used in this research. They measured this curve from the uniaxial compression test into an instrumented cylindrical die as shown in figure 3.1. As one can see, the compaction curve of a powder can be easily measured by performing a simple uniaxial compression test, while experimental determination of DPC material constants requires a large number of compression tests for different densities so it is not time and cost-effective at all. In the experimental part of the proposed method of this research, we only need to perform a uniaxial compression test to measure the compaction curve of the powder which is easy and cheap.

3.3 FEM simulation of the powder compaction process
With the identification of the capabilities of the FEM for simulating problems that cannot be solved using conventional analytical methods, FEM has gained a special place in scientific and industrial centers as a powerful modeling tool. FEM is taught as a prerequisite in many engineering courses, and its mastery is considered one of the most important skills for engineers. Today, the FEM has been implemented in many commercial software in which users can simulate their desired problem
in different scientific fields. Student FE software package Abaqus is a powerful, yet simple, method for investigating the structural modeling of powder compaction processes. Accessibility and ease of use make Abaqus a suitable software for our purpose. As explained earlier, FE simulation of a process has different steps. In the next sections, the FE simulation performed by Zhou et al [55] will be repeated and the compaction curve obtained from the developed FE model is compared with the experimental data to check the validity of the FE modeling in the present
study. After that, the quantified features are transferred to a customized Python-based modeling framework.

3.3.1 Part module

The first step in the FEM simulation of physical processes is the geometric modeling of the parts that make up the model in the part module. The FE model of the powder compaction process usually consists of three parts including the die, punch, and powder. Figure 3.2 shows the geometric modeling of these three parts in Abaqus. A part can be modelled as deformable or discrete rigid. Also, the axisymmetric model means that the model has symmetry both in terms of geometry and loading, so in this case, the model can be sketched in 2D with respect to a symmetry line. Table 3.1 lists the type of modeling of the three parts as well as their dimensions. Also, in Abaqus, each part of the discrete rigid type is introduced with a reference point, which is used to assign different properties and boundary conditions to the part.

3.3.2 Assembly module

After the geometric modeling in the part module, we must determine how to arrange the parts in the assembly module. For this purpose, we first create an instance from each part so that from now on all operations are performed on the instances. Figure 3.3 shows how the three parts are placed next together in the assembly module. Also, by enabling the dependent check box, any changes on the instances will be applied to the corresponding part.

3.3.3 Step module

After the assembly of the instances, we need to specify the type of analysis in the step module. Abaqus has two solvers for solving structural problems. These solvers are Abaqus/Standard and Abaqus/Explicit. Each of these solvers has its own steps. When you select the desired step in the step module, you are in fact selecting the solver. The main difference between these two solvers is that the Abaqus/Standard solver uses implicit methods to solve problems while the Abaqus/Explicit solver uses explicit methods. Figure 3.4 shows the step manager window in Abaqus. As can be seen, the process starts with a default initial step and continues with step-1 of the general static type which is used for quasi-static problems. Also, the settings related to the incrimination of the problem are shown in the edit step window. After receiving this information from the user, Abaqus divides the whole problem into small increments and starts solving the problem in each increment.
Figure 3.2 Geometric modeling of three parts of the powder compaction process: a) die, b) punch, c) powder

Table 3.1 Geometric modeling of the punch, die and powder in part module

<table>
<thead>
<tr>
<th>Part</th>
<th>Modeling Space</th>
<th>Type</th>
<th>ASCI Powder [55]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Diameter (mm)</td>
<td>Height (mm)</td>
</tr>
<tr>
<td>Punch</td>
<td>Axisymmetric</td>
<td>Discrete Rigid</td>
<td>10</td>
</tr>
<tr>
<td>Die</td>
<td>Axisymmetric</td>
<td>Discrete Rigid</td>
<td>10</td>
</tr>
<tr>
<td>Powder</td>
<td>Axisymmetric</td>
<td>Deformable</td>
<td>10</td>
</tr>
</tbody>
</table>

Another setting that is determined in the step module is the output variables that we intend to analyze at the end of the simulation. Since in this research we are looking to compare the force-displacement curve obtained from FEM simulation with the experimental data, in this part we call the force and displacement for the reference point defined on the punch according to Figure 3.5.

### 3.3.4 Interaction module

In this module, the type and properties of the contacts between the surfaces of the model are defined. The powder compaction FE model includes 2 interactions which are shown in figure 3.6.
Figure 3.3 Arrangement of three parts in the assembly module

Figure 3.4 The step module settings
Figure 3.5 Selection of force and displacement of the punch as output parameters in the step module

Figure 3.6 Defining the contacts between the surfaces of the model in the interaction module
As can be seen, these two interactions are created in the initial step and propagated in the stap-1. Both interactions are surface-to-surface contacts with tangential behavior which means two surfaces have a relative motion (sliding) with respect to each other. The friction between the surfaces is also defined using the penalty formulation [70] with a friction coefficient of 0.8.

3.3.5 Load module
The next step in the FE simulation of the powder compaction process is to apply boundary conditions to the model, which is done in the load module. Figure 3.7 shows the powder compaction model after completing load module. In this 2D model, the die must remain fixed during compaction, and therefore all its degrees of freedom are closed. In other words, the displacement in the x and y directions as well as the rotation around the z axis all are equal to zero. Also, the punch is only allowed to move vertically (in the y direction). It should be noted that in the powder compaction model, the loading is applied through the vertical movement of the punch on the powder and this movement is equal to 50 mm for ASCI powder.

3.3.6 Mesh module
After performing all the previous steps in the FE simulation, the model should be discretized into small elements by the meshing process, which is done in the mesh module. Figure 3.8 and Table 3.2 show the meshed model and the details of the meshing for the powders. Abaqus has a library of different elements that in the analysis of FE problems, the user must choose the appropriate type of element according to the nature of the problem. As can be seen, CAX4R (4-node, axisymmetric solid element) is used for the powder and RAX2 (2-node, axisymmetric rigid element) is used for both the die and punch.

An important point in meshing the FE model is that the more the number of elements, the more the time to solve the problem. Therefore, the number of elements generated in the meshing process should be such that while obtaining an accurate solution, the time to solve the problem is also reasonable. This is done through a process called mesh sensitivity analysis, in which the number of elements in the problem is gradually increased and the degree of convergence to the final solution is checked each time [71]. The optimal number of elements is obtained when increasing more elements does not have much effect on the convergence of the results. Since the mesh sensitivity analysis for ASCI powder has been done and the optimal number of elements is reported by Zhou [70], repeating this process is avoided here.
Figure 3.7 Defining the boundary conditions of the model in the load module

Figure 3.8 Meshing of the model in the mesh module
Table 3.2 Characteristics of the selected elements in the mesh module

<table>
<thead>
<tr>
<th>Elements Properties</th>
<th>Powder</th>
<th>Die</th>
<th>Punch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element Library</td>
<td>Standard</td>
<td>Standard</td>
<td>Standard</td>
</tr>
<tr>
<td>Element Family</td>
<td>Discrete Rigid</td>
<td>Discrete Rigid</td>
<td>Discrete Rigid</td>
</tr>
<tr>
<td>Element Type</td>
<td>CAX4R</td>
<td>RAX2</td>
<td>RAX2</td>
</tr>
<tr>
<td>Element Number</td>
<td>1020</td>
<td>80</td>
<td>20</td>
</tr>
</tbody>
</table>

3.3.7 Property module

After meshing the model, in the property module, we must select a material model that will control the mechanical behavior of the material during the process. Each material model has a set of constants, which are called “material properties” in Abaqus. So, in the property module, we actually have to specify the material properties of the model. The important thing is that Abaqus does not have a library of materials and their properties, and the definition of the material is completely up to the user. For example, if our part is made of aluminum, we cannot choose aluminum in Abaqus because there is no predefined material. Therefore, we must define a material and enter the properties of aluminum for it and then assign it to the part. However, each material has many properties according to the type of problem we are facing, we must only provide the required material properties of the selected model.

As previously discussed, DPC is the most widely used material model in modeling the powder compaction process based FEM. The material properties of the DPC model are different in each FE software according to its formulation. In the next section, the formulation of the DPC model implemented in Abaqus and the related material properties are explained.

3.3.7.1 Formulation of the DPC material model in Abaqus

The DPC model includes three parts of the yield surfaces according to figure 3.9. The shear failure line \( F_s \) indicates the failure of the material under the shear stress, the cap surface \( F_c \) provides an inelastic hardening mechanism to represent plastic compaction and controls volume dilatancy when the material yields shearing, and the transition surface \( F_t \) provides a smooth transition between two previous surfaces (see figure 3.10). Equations (3.1) to (3.3) show the formulation of the three yield surfaces in the DPC model implemented in Abaqus.

\[
F_s = q - p \tan \beta - d = 0
\]
\[ F_c = \sqrt{(p - p_a)^2 + \left[ \frac{Rq}{1 + \alpha - \alpha/cos\beta} \right]^2} = 0 \]  \hspace{1cm} (3.2) \\
\[ F_t = \sqrt{(p - p_a)^2 + \left[ q - (1 - \frac{\alpha}{cos\beta})(d + p_a \tan\beta) \right]^2 - \alpha(d + p_a \tan\beta) = 0 \]  \hspace{1cm} (3.3)

where \( q \) and \( p \) are the Mises equivalent stress and the hydrostatic pressure stress, respectively.

Figure 3.9 Three yield surfaces of the DPC material model implemented in Abaqus

Young's modulus \( (E) \) and poisson's ratio \( (v) \) are two material properties that determine the elastic behavior of powder during the un-loading stage (i.e., removing the punch pressure from the powder). Material cohesion \( (d) \) and angle of friction \( (\beta) \) are two material properties that define the shear failure line. To define the cap surface, four parameters including cap eccentricity \( (R) \), initial yield surface position \( (\epsilon_0) \), the transition surface radian \( (\alpha) \), and the flow stress ratio \( (K) \) must be determined. Also, \( p_a \) is an evolution parameter representing the volumetric plastic strain driven hardening/softening and is given as [55]:

\[ p_a = \frac{p_b - Rd}{(1 + R tan\beta)} \]  \hspace{1cm} (3.4)

where \( p_b \) is the hydrostatic pressure yield stress that defines the position of the cap, and is generally expressed as a function of volumetric plastic strain \( \epsilon_v^{pl} \) as [55]:

\[ p_b = f(\epsilon_v^{pl}) \]  \hspace{1cm} (3.5)
Figure 3.10 shows the material properties windows related to the elastic, cap plasticity, and cap hardening in the property module. One can see the FEM simulation of the powder compaction process using the DPC material model in Abaqus software requires the determination of ten material properties ($E, \nu, d, \beta, R, \varepsilon_0, \alpha, K, p_b, \varepsilon_{pl}^p$). As explained earlier, for FE simulation of the compaction of ASCI powder using DPC, the experimental data provided in [55] has been used as the material properties. It should be noted that in computer science, the physical concept of parameters affecting the behavior of the system is not very important and we only seek to identify these parameters and consider the most important of them as optimization variables.
3.3.8 Job module
The last step in the FE simulation in Abaqus is completed in the Job module. This module is responsible for solving the problem and processing it in Abaqus software. In fact, before this module, we have completely specified the problem for the Abaqus software while in the job module, we are going to solve the problem. The job module also provides the possibility of creating an input file as well as calling a subroutine file for the user. The input file is a text file in which all the specifications related to the FE model are written, so it can be processed by the software as a complete model. Also, subroutine files enable the user to introduce some settings to the software through that are not possible in modules. For example, in the powder compaction process, the density of the powder is changing at every moment of the process, and on the other hand, the material properties are also dependent on the density (their values changes with the density). For this purpose, in this research, a USDFLD subroutine has been written in Fortran compiler, in which the property module is defined as the field variable, and then its value is updated in each solving increment, according to the following equation:

\[ \rho = \rho_0 \exp (\varepsilon_v^{pl}) \]  

(3.6)

where \(\rho\) is the current relative density, and \(\rho_0\) is the initial relative density of filling powders in the die [55]. It should be noted that before writing USDFLD subroutine that updates material properties in each increment based on the field variable value, Abaqus software needs to be linked with Visual studio and Fortran compiler software.

3.3.9 Validation of the FE model
After preparing the FE model of the ASCI powder compaction process according to the previously explained steps, in order to ensure the accuracy of the model, we compare the results of our FE simulation result with the experimental data reported by Zhou [55]. Figure 3.11 compares FE and experimental force-displacement curves. The curve obtained from the FE simulation has accurately predicted the experimental data which validates provided FE model of ASCI powder. This shows that the finite element modeling of the powder compaction process has been done correctly. Therefore, we can use it in the PSO algorithm to calibrate DPC parameters.

3.4 PSO Optimization Algorithm
PSO is one of the most important intelligent optimization algorithms and has been widely used in
PSO was inspired by the behavior of group of fishes when they faced with the threat of a hunter. Through their swarm intelligence, they are divided into several groups (swarms) when a hunter attacks and then gather together again after the danger is vanished. In this algorithm, the two factors of information exchange (swarm becoming aware of the hunter's position) and self-organization (the rules that determine the direction and velocity of the swarms’ movement) play the main role.

In the PSO algorithm, each member of the swarm is called a “particle” and the position of each particle in the feasible space is considered as one of the potential solutions to the optimization problem. Particles start moving in the feasible space to search for the optimal solution, so that each particle in its movement takes advantage of previous experiences of itself and the swarm. This
collective search process ends when the condition set for the minimization of the objective function is satisfied. As can be seen in figure 3.12, in each iteration, the previous position of particle is updated according to the following equations [74]:

\[ V_{i}^{k+1} = [\omega V_{i}^{k}] + [c_{1}r_{1}(P_{i}^{k} - X_{i}^{k})] + [c_{2}r_{2}(P_{g}^{k} - X_{i}^{k})] \]  \hspace{1cm} (3.7)

\[ X_{i}^{k+1} = X_{i}^{k} + V_{i}^{k+1} \]  \hspace{1cm} (3.8)

where subscript \( k \) denotes the number of the current iteration, \( V_{i}^{k} \) and \( X_{i}^{k} \) are the velocity and the current position of the \( i^{th} \) particle, \( P_{i}^{k} \) and \( P_{g}^{k} \) are the best previous position and of the \( i^{th} \) particle (called personal best) and the best global position of the swarm at iteration \( k \) (called global best), \( r_{1} \) and \( r_{2} \) are random numbers distributed uniformly in \([0, 1]\), \( c_{1} \) and \( c_{2} \) are weights of personal best and global best, and \( \omega \) is inertia weight (a positive constant which controls the weight of the previous velocity on the current one). It is worth mentioning that \( P_{i}^{k} \) and \( P_{g}^{k} \) are calculated iteratively by the code, using the error obtained in each iteration, which will be further explained. The first term in equation 3.7 (\( \omega V_{i}^{k} \)) searches new solutions and find the regions with potentially the best solutions. The parameter \( \omega \) is important for balancing the global search. It makes the particle move in the same direction and with the same velocity. When higher values are set for \( \omega \), it known as exploration while when the lower values are set it known as exploitation [91]. The second and third terms explore the previous solutions and find the best solution of a given region. The second term (\( c_{1}r_{1}(P_{i}^{k} - X_{i}^{k}) \)) represents the effect of personal experience of each particle. So, it makes the next position of the particle better than the current. The third term (\( c_{2}r_{2}(P_{g}^{k} - X_{i}^{k}) \)) represents the effect of social experience of neighbors and makes the particle to follow the best neighbors directions.

Figure 3.12 The schematics of updating the position of ith particle in kth iteration in the PSO optimization [60]
3.5 Calibration of the DPC parameters using inverse optimization analysis

In this section, we will propose a customized Python-based framework to develop an efficient and robust technique for calibrating the parameters of the DPC material model and simulating the compaction process of any desired powder. For this purpose, we only need the force-displacement curve of the powder which is easily obtained through a routine uniaxial die compression test. Then, we use this experimental data along with the corresponding force-displacement curve obtained from the FE simulation as the inputs in the PSO optimization algorithm (see figure 3.13) scripted in Python.
3.5.1 Sensitivity analysis
In the method presented in this research, the initial population is the DPC model parameters. In order to avoid the complexity of the optimization problem, we should only consider the parameters that have a significant effect on the mechanical behavior of the powder during the compaction. In order to evaluate the effect of DPC model parameters on the powder behavior, a few studies have been carried out based on the FE simulation of metal, pharmaceutical, and ceramic powders. In these studies, through a process called “sensitivity analysis”, the values of a parameter is changed in each simulation run to evaluate its effect on the powder response.

By performing a sensitivity analysis on the DPC parameters, Majzoobi [52] reported that Young's modulus ($0.01 < E < 120$), material cohesion ($0.01 < d < 50$), and hydrostatic pressure yield stress ($0.1 < P_b < 250$) is strongly dependent on the density. Therefore, all three parameters are fitted by an exponential function as suggested by Zhou [55]. Sensitivity analysis also indicated that Poisson's ratio ($0.01 < v < 0.3$), angle of friction ($69 < \beta < 73$), and cap eccentricity ($0.1 < R < 0.8$) did not have much effect on the force-displacement response of the powder. Therefore, the experimental values reported by Zhou are considered for these parameters [55]. Additionally, the initial yield surface position ($\varepsilon_0 = 0$), the transition surface radian ($\alpha = 0.02$), and the flow stress ratio ($K = 1$) are set to their default values in Abaqus because the sensitivity analysis determined that these parameters do not have much effect on the response of powder particles during the compaction [55]. Table 3.3 lists DPC model parameters as optimization variables along with their fitted relations. As you can see, to calibrate the DPC model, we need 9 unknown coefficients whose optimal values should be determined. Now that the variables of the optimization problem are defined, an initial population of them must be created in the feasible space to start the search process. The initial position of the generated particles is determined through the values assigned to the decision parameters. These values should be assigned randomly in such a way as to make sure that the generated particles cover the entire feasible space both in terms of number and position. In this research, the values of the decision variables have been determined based on this important point.

3.5.2 Scripting PSO optimization algorithm in Python
To calibrate DPC model parameters using optimization, we first need to script the PSO algorithm in Python. In the following, we will explain the PSO optimization code step by step in detail.
Table 3.3 Defining the DPC model parameters as the PSO optimization variables

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Optimization Variables and Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$ (GPa)</td>
<td>$E = E_1 \times \exp (E_2 \times \rho)$</td>
<td>$0 &lt; E_1 &lt; 1000$ and $0 &lt; E_2 &lt; 1000$</td>
</tr>
<tr>
<td>$v$</td>
<td>$v = 0.031 \times \exp (1.73 \times \rho)$</td>
<td>-</td>
</tr>
<tr>
<td>$d$ (MPa)</td>
<td>$d = d_1 \times \exp (d_2 \times \rho)$</td>
<td>$0 &lt; d_1 &lt; 1000$ and $0 &lt; d_2 &lt; 1000$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$\beta = 71.3$</td>
<td>-</td>
</tr>
<tr>
<td>$R$</td>
<td>$R = 0.281 \times \exp (0.64 \times \rho)$</td>
<td>-</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>$K$</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>$P_b$ (MPa)</td>
<td>$P_b = P_1 \times \exp (P_2 \times \rho)$</td>
<td>$0 &lt; P_1 &lt; 1000$ and $0 &lt; P_2 &lt; 1000$</td>
</tr>
</tbody>
</table>

**Step 1:** we start the optimization process by importing required modules to the code.

**Step 2:** we get the current directory and assign it to the classes directory.

**Step 3:** we import the required classes each of which is called for a specific purpose during the execution of the code. For example, an updater class updates DPC parameters in each iteration.

**Step 4:** we create a folder named “Results” to save the outputs and its existence is checked.

**Step 5:** In this part of the code, first, a default matrix (including the optimization variables $E_1$, $E_2$, $d_1$, $d_2$, $P_1$, $P_2$ that must be updated by the PSO) and the experimental data of the force-displacement curve are defined as the global variables. Then, the function $f(x)$ is defined based on the global variable (default matrix) and its components are specified.

**Step 6:** As explained earlier, one of the capabilities of Abaqus in the job module is to write an input file from the generated FE model. The input file is a text file in which all the details of the FE model are written, so that by importing it into Abaqus, the model can be created and solved directly without the need for additional operations. Here we use this feature of the input file for our purpose in such a way that Python reads the input file line by line and writes a new input file based on it while the desired changes can be applied wherever necessary. For this purpose, first
the input file named “Validation” is called. Then, it is opened, and its content is read line by line (line 60).

To manipulate the optimization variables \((E, d, P_b)\), the process of reading the contents of the input file continues until we reach the line that creates the DPC material parameters. As soon as reaching this section which is titled by a specific header in the input file, Python generates new coefficients using the PSO algorithm and writes them in the new input file. For example, in the case of cap hardening parameter \((P_b)\), when the code reaches to the line titled “Cap Hardening”, the first and last lines related to \(P_b\) are specified and then its values are updated from the updater class considering coefficients \(P_1\) and \(P_2\). Such a process is also used to update the values of Young's modulus \((E)\) and material cohesion \((d)\) parameters. At the end of this part of the code, we update the elastic parameters \((E, v)\), the cap plasticity parameters \((d, \beta, R, \alpha, \varepsilon_0, K)\), and the cap hardening parameter \((P_b)\). Now we write a new input file named “Trial” calling the required class. This input file contains the updated values of the optimization variables \((E, d, P_b)\). Here, Python links Abaqus to run the new input file and two seconds are considered for the CPU delay.

**Step 7:** when Abaqus completes running of the updated input file in \(i^{th}\) iteration, it generates an output file called “odb” file containing the obtained results. Here, first a copy of odb file is made and the content of this file is read line by line. Then, the code save the desired outputs (e.g. the force and displacement of the punch during the compaction) into an odb file named “Trial_i”.

**Step 8:** failure to generate the output file means an error occurred during the running of the model by Abaqus. So, here we have to check whether an error occurred or not. For this purpose, we consider a certain time. If the output file is not generated after this time, it means there is an error in the model. In that case, the code neglects the current iteration and goes to the next one.

**Step 9:** In this part of the code, the data in the “Trial_i” odb file is read and saved in a file with the format of csv. Then, this file is opened and its content including the time intervals and their corresponding forces and displacements are read.

**Step 10:** Here, we call the force-displacement curve extracted from the punch. At this step, these values are compared with the corresponding experimental values at certain points and the objective function is defined as follows (see figure 3.14):
\[ OBJ = \sum_{i=1}^{N} (y_{i}^{opt} - y_{i}^{exp})^2 \]  

(3.9)

Where \( y_{i}^{opt} \) and \( y_{i}^{exp} \) are the corresponding optimized and experimental values respectively and \( N \) is the number of data points. By defining the objective function, the error value of each iteration can be considered as follows:

\[
\text{error} = \sqrt{\frac{OBJ}{N}}
\]

(3.10)

Figure 3.14 Comparing the corresponding experimental and numerical values at certain points on the force-displacement curve to define the objective function [81]

Step 12:

First, an initial population of particles is randomly generated and then each particle is randomly assigned a velocity and a position to determine the secondary position of the particles according to equation 3.7. Then, the objective function is calculated for each particle to determine the values of the personal and global best for the particles. Next, if the new position of the particle is improved compared to its previous position, its velocity and position are updated according to the equations 3.7 and 3.8 respectively and at the same time, they are compared with the range of the feasible space.
Step 13: At the end of the optimization code, the best position and the best error for the group of particles are determined and based on them, the optimization loop produces particles with a new position.

3.6 Summery and the workflow of the project

Here as it is illustrated schematically in Fig. 3.15, the workflow of the computational tool contains three major sections for getting and processing data: the structural modeling part with sufficient design parameters like initial density, weight of punch, its speed and etc. to implement a precise structural model of powder compaction process. The remaining two parts of the computational tool, material modeling (DPC material model) and tuning sections (PSO part), execute in parallel to generate the best representative model of material properties (calibration of DPC material model parameters) of powder particles.

Fig. 3.15 Workflow of the project
Chapter 4:
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4.1 Introduction

In this chapter, the results of the method described in the previous chapter are fully presented and discussed. In other words, the results of the calibration of DPC model parameters by the inverse optimization method are presented and compared with the experimental results provided by Zhou et al [55]. These parameters (i.e. Young's modulus \(E\), material cohesion \(d\), and the hydrostatic pressure yield stress \(p_b\)) are actually the same optimization variables that were introduced in the previous chapter.

4.2 Optimized DPC model parameters

Table 4.1 presents the optimized coefficients. By placing these coefficients in relations 4.1 to 4.3, it is possible to plot the curves of \(E\), \(d\), and \(p_b\) respectively.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>(E_1)</th>
<th>(E_2)</th>
<th>(d_1)</th>
<th>(d_2)</th>
<th>(P_1)</th>
<th>(P_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimized value</td>
<td>16.71</td>
<td>8.78</td>
<td>9.1×10(^{-4})</td>
<td>13.08</td>
<td>0.53</td>
<td>7.51</td>
</tr>
</tbody>
</table>

\[
E = E_1 \times \exp \left( E_2 \times \rho \right) \\
\quad \text{(4.1)}
\]

\[
d = d_1 \times \exp \left( d_2 \times \rho \right) \\
\quad \text{(4.2)}
\]

\[
P_b = P_1 \times \exp \left( P_2 \times \rho \right) \\
\quad \text{(4.3)}
\]

On the other hand, the results presented in Table 4.1 prove that the method presented in this research has succeeded in providing certain values as optimal coefficients. In the next part, the curve of each parameter is plotted in terms of density and compared with the experimental results to evaluate the accuracy of the proposed calibration method. It should be noted that to determine the error of the values predicted by the optimization method, the Root-Mean-Square Error (RMSE) is used, which is calculated according to equation 3-10.
4.2.1 Young's modulus

Figure 4.1 compares the variations of Young's modulus ($E$) according to the values obtained from the optimization with those obtained by the experimental method. The optimization curve is plotted by placing the optimized coefficients $E_1$ and $E_2$ in equation 4.1. As can be seen, the accuracy of the Young's modulus curve can be improved significantly by increasing the number of iterations. At 400th iteration, Young's modulus curve resulting from placing the optimal coefficients ($E_1=16.71$, $E_2=8.78$) in relation 4.1 has been able to predict the experimental curve with good accuracy (RMSE=1.95).

4.2.2 Material cohesion

Figure 4.2 shows the variations of the optimized values of the material cohesion parameter ($d$) compared to the experimental values. To plot the optimization curve, the optimized coefficients ($d_1=0.91\times10^{-4}$, $d_2=13.08$) are placed in equation 4.2. It can be seen again that the calibration of this parameter using the inverse optimization method has succeeded in predicting the experimental values with an excellent accuracy (RMSE=0.12). According to the explanations presented in chapter 3, material cohesion is a parameter that determines the q-axis intercept of the shear yield
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line in the DPC model, and as a result, it affects the mechanical behavior of the powder during compaction. It can be seen again that the increase in the number of iterations of the optimization loops has increased the accuracy of the material cohesion values predicted by the PSO algorithm.

4.2.3 Hydrostatic pressure yield stress

Figure 4.3 compares the variations of the hydrostatic pressure yield stress ($P_b$) in terms of the volumetric plastic strain for the optimized values and those obtained experimentally. The optimization curve is obtained by placing the optimal coefficients $P_1=0.53$ and $P_2=0.53$ in equation

![Graph showing variations of hydrostatic pressure yield stress](image)

Figure 4.2 Comparison between the optimization and experimental results for $d$
4.3. In a similar process with parameters $E$ and $d$, the optimization of $P_b$ was also successful so that PSO has been able to predict parameter $P_b$ with appropriate accuracy (RMSE=324.64). $P_b$ is the most important parameter of the DPC model, which shows the hardening behavior of the powder during the compaction process. In a process similar to $E$ and $d$, it can be seen that increasing the number of iterations has led to an increase in the accuracy of the hydrostatic pressure yield stress.

**4.2.4 Other parameters**

According to the sensitivity analysis (see section 3.5.1), in the case of parameters that do not have much effect on the mechanical behavior of the powder, their default values or the values reported in other references have been used. Finally, Table 4.2 presents the final values of the DPC model parameters for ASCI powder. It should be noted that in Table 4.2, $E$, $d$ and $p_b$ parameters are calibrated using the method presented in this research.
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Table 4.2 DPC model parameters of ASCI powder used in FE simulation

<table>
<thead>
<tr>
<th>$E$ (GPa)</th>
<th>$v$</th>
<th>$d$ (MPa)</th>
<th>$\beta$</th>
<th>$R$</th>
<th>$\varepsilon_0$</th>
<th>$\alpha$</th>
<th>$K$</th>
<th>$\rho$</th>
<th>$p_b$ (MPa)</th>
<th>$\varepsilon_{\nu}^{pl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.67</td>
<td>0.068</td>
<td>0.02</td>
<td>71.3</td>
<td>0.381</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.42</td>
<td>0.53</td>
<td>0.00</td>
</tr>
<tr>
<td>0.87</td>
<td>0.070</td>
<td>0.03</td>
<td>71.3</td>
<td>0.385</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.45</td>
<td>7.39</td>
<td>0.35</td>
</tr>
<tr>
<td>1.13</td>
<td>0.073</td>
<td>0.05</td>
<td>71.3</td>
<td>0.389</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.48</td>
<td>12.42</td>
<td>0.42</td>
</tr>
<tr>
<td>1.47</td>
<td>0.076</td>
<td>0.07</td>
<td>71.3</td>
<td>0.393</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.51</td>
<td>18.20</td>
<td>0.47</td>
</tr>
<tr>
<td>1.91</td>
<td>0.080</td>
<td>0.11</td>
<td>71.3</td>
<td>0.398</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.54</td>
<td>23.28</td>
<td>0.50</td>
</tr>
<tr>
<td>2.49</td>
<td>0.083</td>
<td>0.16</td>
<td>71.3</td>
<td>0.403</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.57</td>
<td>34.12</td>
<td>0.55</td>
</tr>
<tr>
<td>3.24</td>
<td>0.087</td>
<td>0.23</td>
<td>71.3</td>
<td>0.409</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.6</td>
<td>35.06</td>
<td>0.56</td>
</tr>
<tr>
<td>4.22</td>
<td>0.092</td>
<td>0.34</td>
<td>71.3</td>
<td>0.416</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.63</td>
<td>44.22</td>
<td>0.59</td>
</tr>
<tr>
<td>5.49</td>
<td>0.096</td>
<td>0.51</td>
<td>71.3</td>
<td>0.424</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.66</td>
<td>54.27</td>
<td>0.62</td>
</tr>
<tr>
<td>7.15</td>
<td>0.102</td>
<td>0.76</td>
<td>71.3</td>
<td>0.432</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.69</td>
<td>67.52</td>
<td>0.65</td>
</tr>
<tr>
<td>9.30</td>
<td>0.107</td>
<td>1.12</td>
<td>71.3</td>
<td>0.441</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.72</td>
<td>78.47</td>
<td>0.67</td>
</tr>
<tr>
<td>12.10</td>
<td>0.114</td>
<td>1.66</td>
<td>71.3</td>
<td>0.452</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.75</td>
<td>88.73</td>
<td>0.68</td>
</tr>
<tr>
<td>15.75</td>
<td>0.121</td>
<td>2.45</td>
<td>71.3</td>
<td>0.463</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.78</td>
<td>110.39</td>
<td>0.71</td>
</tr>
<tr>
<td>20.49</td>
<td>0.128</td>
<td>3.63</td>
<td>71.3</td>
<td>0.476</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.81</td>
<td>130.05</td>
<td>0.73</td>
</tr>
<tr>
<td>26.67</td>
<td>0.136</td>
<td>5.38</td>
<td>71.3</td>
<td>0.490</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.84</td>
<td>173.23</td>
<td>0.77</td>
</tr>
<tr>
<td>34.70</td>
<td>0.145</td>
<td>7.96</td>
<td>71.3</td>
<td>0.506</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.87</td>
<td>188.02</td>
<td>0.78</td>
</tr>
<tr>
<td>45.16</td>
<td>0.155</td>
<td>11.79</td>
<td>71.3</td>
<td>0.524</td>
<td>0</td>
<td>0.02</td>
<td>1</td>
<td>0.9</td>
<td>206.88</td>
<td>0.79</td>
</tr>
</tbody>
</table>
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5.1 Introduction

The great importance of the powder compaction process as a promising method in the powder metallurgy, pharmaceutical, detergents, cosmetics, and ceramic industries, on the one hand, and the difficulty of experimental determination of DPC model parameters, as the most widely used material model in the FE simulation of the process, on the other hand, have caused that the calibration of the model using more convenient methods is considered as a challenge for the researchers. In this study, the calibration of DPC model parameters for ASCI alloy powder, which has recently been widely used in various industries due to its excellent properties, was considered. In other words, computer science (development of a Python-based code to establish the connection between the PSO algorithm and the finite element model of the industrial powder compaction process) and mechanics of materials (the DPC material model that captures the mechanical behavior of powder particles during the compaction) are combined in the research.

In this chapter, the most important results obtained from the calibration of DPC model parameters using the PSO optimization algorithm are expressed, and in the following, suggestions are presented for the continuation of this subject in the form of future researches.

5.2 Conclusion

According to the novel method presented in this research for modeling the powder compaction process, the following conclusions can be drawn:

1- The simulation of the compaction process for ASCI powder was successfully carried out using Abaqus™ and then the difference between the force-displacement curve obtained from the simulation and the experimental data was defined as the objective function in an optimization problem.

2- The PSO optimization algorithm was coded in Python and the link between the optimization code and Abaqus was successfully established.

3- The DPC model parameters are considered as the optimization variables and in each iteration, these variables are generated by the PSO and are considered as updated material properties in Abaqus. Then the FE model is solved by the software and the error is
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calculated. According to the error value, PSO approaches the optimal solution based on previous experiences of individual particles as well as the.

4- The results showed that the proposed method in this research has been very successful in calibrating the DPC model so that three parameters of Young's modulus, material cohesion, and hydrostatic pressure yield stress are obtained respectively with RMSE 1.95, 0.12, and 324.64 compared to their experimental values.

Finally, computer science techniques played a vital role in the success of this study. The utilization of Abaqus and the PSO optimization algorithm coded in Python allowed for the efficient calibration of the DPC model parameters, ultimately improving the accuracy of the powder compaction process simulation. The findings of this study can serve as a foundation for further research and advancements in this field.

5.3 Suggestions

Considering the successfulness of the method proposed in this research which leads to a reduction in the cost and time required to calibrate the DPC parameters as well as modeling of the powder compaction process with acceptable accuracy, the following suggestions are presented as potential subjects for future researches:

1- Application of the proposed method for other types of powders such as cosmetic, ceramic, detergent, and pharmaceutical powders in order to overcome the limitations of their compaction modeling.

2- Utilizing other optimization algorithms for calibration of DPC parameters and comparing their results with the PSO algorithm.

3- Using of modern intelligent modeling methods such as machine learning and artificial intelligence to model the powder compaction process based on the framework proposed in this study.
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